
Autonomic Community Computing Infrastructure: Challenges and New Trends
Khaled Ragab, Yoshihiro Oyama and Akinori Yonezawa

The University of Tokyo, Computer Science Department

7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033

Tel: +81-3-5841-4108, Fax: +81-3-5689-4365,

Email: k_ragab2005@yahoo.com, {oyama, yonezawa@}yl.is.s.u-tokyo.ac.jp

Abstract
Currently an increasing number of services are deploying across multiple Internet sites to deliver better performance, reliability, and availability. However, such services must individually manage, and maintain served quality and reliability. Further, they must dynamically adapt changing load or network conditions.   In this paper, we propose an Autonomic Community Computing Infrastructure as a common and an agile platform for simultaneously hosting multiple of cooperative services. It formulates, composes and manages the services components autonomic and dynamic fashions.

1.Introduction

The Internet’s phenomenal impact, subsequent growth and the evolving in social and economic environments raise more sever and complex requirements for the information service systems. Users require continuous, reliable, and available information service [2]. Under the evolving situations, they have heterogeneous and dynamically changing requirement levels of timeliness, and reliability [3]. Timeliness and reliability are essential components in modern high-assurance systems. Currently there is a huge number of services coexisted in the Internet, such as Flight ticket reservation, Hotel reservation, etc. Each service provider (SP) must have its own resources and redundantly administer them to provide the required functionality. Further, they must dynamically adapt changing load or network environment. In this approach, each service must individually re-implement significantly similar functionality to meet its specific demands for service quality and reliability. Some of these functionalities are monitoring changing network characteristics, constructing appropriate topologies, and detecting failure. Obviously, the management system cost reaches 80% of the IT. In addition, the smaller retailers do not have resources and consequently they cannot provide their services. Therefore there are increasing needs to propose a new common platform to simultaneously host multiple of cooperative information services. In this paper we propose an Autonomics Community Computing Infrastructure (ACCI). We used the term community as a metaphor of the new wave of computing technologies. This system shall reverse today's “All or nothing” approach and offer an opportunity for the smaller retailers to provide their services regardless they have resources or not. Therefore, it is dedicated for smaller and medium retailers for providing their services cooperatively. In addition, It enables a broad rang of information services to promote their functionality across the network by enhancing wide-area service scalability, performance and availability. It allocates community resources from a shared pool among cooperative services to assure their Service Level Agreements (SLA) efficiently in the face of dynamically changing global requirements with minimal resources utilization. 

The remainder of this paper is organized as follows. Section 2 introduces the Autonomic Community Computing concept and exhibits the system architecture. Section 3 draws research issues for realizing our vision. 
2. Autonomic Community Computing: Concept and System Architecture
2.1. Concept

Under the dynamically changing environments, the system has to cope with unsteady network conditions, and extreme dynamism in users’ demands and interests. The system has consequently to assure the online-expansion, maintenance and fault tolerance of the information services. Inspired from Autonomous Decentralized System (ADS) concept [1], the Autonomic Computing [4] and the cooperation in the social communities, we define as Autonomic Community (AC), an agile infrastructure able to simultaneously manage (federate) multiple of cooperative services with their quality and reliability under the evolving situations, with the following properties.

· Autonomy. Entities of the system are set in contact without the intervention of any third partner.

·  Mutual cooperation. The entities of the System are mutually cooperating to assure both cooperative services provision (SPs’ SLA) and cooperative users service utilization (users’ QoS).

· Flexibility. The system is self-adapting to change of services utilization trend and provision update.

We think that ACCI will emerge as a fundamental technology for enhancing wide-area service scalability, timeliness, availability and reliability. We have developed system architecture, called Autonomic Community Computing Infrastructure (ACCI) that fosters the concept of autonomic community computing. 

2.2. System Architecture
The autonomic community overlay network is a self-organized logical topology. It is a set of entities (nodes) with considering the non-hierarchy, and the existence of loops. Each node keeps track of its immediate neighbors in a table contains their addresses. Each node knows at least one another node and it shares this knowledge with other nodes to form a loosely connected mass of nodes. For example, figure 1 shows that each community node knows four members as maximum. Lines are the logical links among the community nodes. Each node judges autonomously to join/leave the community topology by creating/destroying its logical links with its neighbor members with awareness of the underlying network topology. If a community node failed, or a new node joined the community, the other community nodes still can coordinate their individual objectives among themselves and each node able to operate in a coordinated fashion. Each node recognizes autonomously member and non-member. Each community node autonomously cooperates with the others to host the cooperative services and achieve the timeliness and reliability requirements. Each community node monitors the dynamic changes in the network and autonomously coordinates with the other nodes to adapt these changes to achieve the required SLA. In addition, each node thinks globally and acts locally by taking a decision autonomously to allocate/release its resources. 
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Figure 1. Autonomic community computing infrastructure architecture
ACCI architecture has no central server whatsoever, as you can see in Figure 1. Service provider SP1 and SP2 deliver their contents to the community, who allocates the data to the community network as shown in figure 1. The quality of services delivered by the community determines how much the service provider is willing to pay. The end-user who wants access a community service has to discover at least one of the community nodes that route his request in the community network. The end-user’s node can either use information from a local configuration scheme to discover a community node (for example, a configuration entry that tells it who to talk with) or it can employ network broadcasting and discovery techniques such as IP multicast to discover the other community members. 

ACCI architecture is fully decentralized model, where each participating node has equal responsibilities. It does not rely on any central authority to organize the network or to broker transaction and does not load up any single node excessively. It enables the development of the information systems with adaptability, reliability and high availability characteristics previously unseen in the Internet. 

3. Research Issues

In this paper we open some questions associated with realizing the above vision as follows:

· How to construct a large-scale community network to simultaneously accommodate multiple of cooperative services and meet both timeliness and reliability requirements of each service. 

· We will investigate the issue of topology awareness by organizing the community network as a dynamic set of sub-communities. Each sub-community ensures that nodes of the community are close in the underlying network. Variant proximity measures can be used as number of hops, latency [5], [6] and bandwidth, etc.

· How/When/Where services should be dynamically outstretch/shrink in the community for achieving their SLA with minimal resources consumption. The community nodes must allocate or release the community’ resources among the services.

· We will develop decentralized, self-optimizing technologies to monitor the system characteristics, self-adapt technologies to adapt the load changes quickly and maintain the services consistency. 

· How to route and gather users requests to utilize cooperative services with achieving users’ QoS and fairness among them as well. 
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